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ABSTRACT 

 

In the present work, the effect of several Digital Image Correlation (DIC) 

parameters to the accuracy of the Stress Intensity Factors (K), was 

investigated. The values of KI and KII were estimated in a three point bend 

specimen from the displacement field values around the crack tip obtained 

experimentally by using the DIC technique, using non-linear least square 

technique together with Taylor’s expansion. It was found that some DIC 

parameters i.e. subset and template area should be carefully chosen in order 

to obtain an accurate result. The results showed that by setting the subset 

and the template edge length ratio to be 0.2 – 0.6, the K of mode I and mode 

II were in good agreements compared to the finite element results. The 

maximum difference of KI is 1.9% and KII is 4.6%. 

 

Keywords: Digital Image Correlation, Stress Intensity Factor, Mode I, 

Mode II, Three Point Bend Experiment. 

 

 

Introduction 
 

A good understanding of fracture-mechanics phenomena has contributed to a 

safer and more reliable structural design. In the application of fracture-

mechanics concept to structural design and analysis, some primary 

parameters that affect the structural integrity with the presence of cracks has 

to be identified and quantified. One of the most widely used parameter is the 

Stress Intensity Factors (SIFs), K. This parameter is often used for describing 

the severity of the stresses in the vicinity of the crack tip, especially for linear 

elastic fracture mechanics analysis. For simple geometry the value of K can 

be found in the literature, see e.g. Rooke & Cartwright [1] or Murakami [2]. 

For more complex configurations, numerical methods such as finite element 

method (FEM) or boundary element method (BEM) are usually employed 

[3]. Experimentally, the SIFs can be determined by using Strain Gage (K-

Gage or T-gage) [4,5]. Recently, by the advanced of digital technology, the K 

can be determined from the displacement field around crack tip obtained 

using Digital Image Correlation (DIC) technique, as reported in [6-10]. 

The DIC technique has been increasingly popular recently in 

experimental mechanics because it is relatively easy to use.  It can provide 

accurate results with relatively simple and low cost equipment. The early 

DIC techniques was developed by Sutton et al [11,12], and has been applied 
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for fracture mechanics problem [6-10]. In [8,10] the method was applied for 

mixed mode problem; however so far there is no information about the effect 

of DIC parameters to the accuracy of the result.  

The present study focuses on the effect of some DIC parameters, i.e. 

spacing size, and the ratio of subset and template area to the accuracy of KI 

and KII. A three point bending specimen made of an acrylic polymer was 

used in this experiment. To obtain KI and KII, a slant crack was introduced. 

Displacement field in the vicinity of crack tip was measured using DIC 

technique and the K values were then estimated from the crack tip 

displacement field using non-linear least square technique and Taylor’s 

expansion using several sets of DIC parameters. The results were then 

compared with K values obtained by finite element analysis using modified 

virtual crack closure technique.   

 

Digital Image Correlation 

The basic concept of the DIC technique is to find “similarities” of 

two given images of an object (see Figure 1). The technique to calculate the 

“similarities” is relies on the existence of a distinct gray-scale which is 

digitized as pixel. The smallest square area in Figure 1 is one pixel. The 

“similarities” of  the first image and the second image are calculated by 

correlating the gray scale intensity value in the first image with the gray scale 

intensity value in the second image as shown in Figure 1. The image in 

Figure 1(a) are then converted to the value of gray scale intensity as shown in 

Figure 1(b). The scale for the black is 0 and for the white is 255.    

 

Figure 1: Evaluation process to find the similarity of the two images  
 

Several correlation functions can be used to evaluate the similarity of 

the two images as described in [14]. According to Pan [14], the Zero-

Normalized Cross Correlation (ZNCC) and Zero-Normalized Sum of 

Squared Differences (ZNSSD) correlation criterion offers the most robust 

noise-proof performance and is insensitive to the offset and linear scale in 

illumination lighting. In the present work, the ZNCC (Optimized Normalized 

Cross Correlation) function is chosen to be implemented in the developed 

DIC code.  
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The correlation function can be written as follow [13]: 

a 1 a 1M N

m 0 n 0
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C(i,j)     
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= =

+ +

=
+ +



 
                (1)  

where C is the normalized cross correlation value, A(m,n) is the pixel’s gray-

scale value of the subset located at row m and column n in the undeformed 

image, and B(m+i,n+j) is the pixel’s gray-scale value of the sampling area 

located at row m+i and column n+j in the deformed image. Notations i and j 

correspond to the relative position of the center of the sampling area in the 

deformed image to the center of the subset in the undeformed image.  

Figure 2 illustrates the process to measure the displacement at a 

certain point. The first step is to choose an area to be investigated in both the 

deformed and undeformed images. Both areas must have the same size and 

also the same center. The next step is to define a subset, which is a smaller 

area at the center of the previously chosen area in the undeformed image. The 

investigated area in the deformed image is called as template. The correlation 

of the subset to the template was then calculated by moving the subset pixel 

by pixel on the template. A matrix describing the values of correlation as a 

function of position in the template can be assembled as shown in Figure 

2(b). The distance to move a template from the first position to the next 

position is defined as spacing. The displacement vectors were determined 

from the center of the subset in the reference image to the location of 

maximum correlation result in the template. 

 
Figure 2: Schematic Process, (a) correlation process (b) matrix of degree of 

similarity 
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Stress Intensity Factors Estimation  

The analysis of the stress intensity factor in the present work was conducted 

for linear elastic fracture mechanics problem. Here, the value of SIFs for 

mixed mode cases are estimated from displacement field data obtained from 

DIC. The displacement fields around a crack tip for mode I and mode II 

loading with the rigid body movement correction can be expressed as [15]. 
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where uk and vk are the displacement components in x-direction and y-

direction at a point k respectively, G gives the shear modulus of the material, 

κ is (3 – ν)/(1 + ν) for plane stress and (3 – 4ν) for plane strain, ν is the 

Poisson’s ratio and N is the number of terms of the series expansion of the 

displacement field. It may be noted that translation and rigid body rotation 

are represented in Eq. (2) by T and R. rk and θk is the position of point k from 

the crack tip, as shown in Figure 3.  

 

Figure 3: Coordinates System of point k from crack tip. 

 

In polar coordinates, the position is defined as 

                    ( ) ( )
2 2 1 0

0 0

0
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                  (3) 

where x0 and y0 are the crack tip position relative to an arbitrary Cartesian 

coordinate system. An important parameter to determined K in Eq. (2) is A.  

The value of KI and KII can be obtained through the relation of AI = KI/√2π 

and AII = -KII/√2π respectively. 

If the crack tip coordinate is known, Eq. (2) become linear equations 

with the unknown coefficients are: AIn, AIIn, Tx, Ty, and R. Unfortunately, the 

crack tip position (x0, y0) could not be obtained directly from DIC technique 

because only the gray-scale intensity of the image is provided. Hence, the 

crack tip position should be treated as an unknown parameter as well, as in 

[8]. If all of the displacement values of numerous points from DIC result are 
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used, an over-determined set of simultaneous equations is obtained, and the 

problem could not be solved directly, and a nonlinear least-square technique 

using Newton-Raphson method is applied. Eq. (2) represent the nonlinear 

problem with the unknown parameters are AIn, AIIn, Tx, Ty, R, x0 and y0. At the 

beginning of calculation process, the initial value of x0, y0 will be estimated, 

i.e. as an initial crack tip.  

The basic concept of least square technique is to minimize the error 

between the estimated values of uk and vk from Eq. (2) with DIC results, as 

shown in Eq. (4).  
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where hk is the error in the least square technique, and uk and vk are the 

displacement field data from DIC. Based on Taylor’s series expansions, a 

series of iterative equations of Eq. (4) yields the following equations: 
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where subscript i denotes the ith iteration step, and AIn, AIIn, Tx, Ty, R, 

x0 and y0 are corrections to the previous estimation of AIn,  AIIn, Tx, Ty, R, 

x0 and y0. The value of (hxk)i+1 and (hyk)i+1 should be approaching zero on the 

last iteration step. Assuming that (hxk)i+1 and (hyk)i+1 is equal to zero, Eq. (5) 

can be written as follow: 
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Equation (6) can be written in matrix form as 

                                                      h d =                                                   (7) 
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M in Eq. (8) is the total number of displacement data. Using the least squares 

technique, the value  in Eq. (7) in one step iteration is given by 

                                                
1

T T
d d d h

−

 =
 

                                  (9) 

The value of  gives the correction terms for prior estimates of the 

coefficients of the unknown parameters as given in Eq. (10).  

                                       

( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( )

In In Ini 1 i

IIn IIn IIni 1 i

x x xi 1 i

y y yi 1 i

i 1 i

0 0 0i 1 i

0 0 0i 1 i

A A A

A A A

T T T

T T T

R R R

x x x

y y y















+

+

+

+

+

+

+

= +

= +

= +

= +

= +

= +

= +

                                       (10) 

The iterative procedure is repeated until the corrections become acceptably 

small and finally the unknown parameters will be obtained. The flow chart of 

the algorithm to obtain the value of KI and KII are shown in Figure 4. In this 

work, the algorithm was developed by using MATLAB R2009 software.  
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Figure 4. Flowchart of the algorithm to obtained KI and KII 

 

Experiment 

Specimens and Material 
The experiments to obtain KI and KII were performed on a three point bend 

specimen. The geometry of the specimen is shown in Figure 5 with a = 20 

mm, W = 50 mm and t = 6 mm. A slant crack with an angle 45o was 

introduced with laser cutting on one side of the specimen. The width of the 

crack is 0.15 mm. The material used in these experiments was cast acrylic 

sheet with modulus of elasticity, E = 2.896 GPa and the Poisson’s ratio = 

0.402.  
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Figure 5: Geometry of the three point bend specimen 

 

To provide the specimen’s surface with a certain gray-scale intensity for the 

displacement measurement, random speckle patterns was introduced by black 

and white spray paint, as can be seen in Figure 6. Black spray paint was 

sprayed first, as the base paint. The white paint creates white dots over the 

base paint. In general the average of the radius of white dots is 4 pixel. 

 

Figure 6: Random Speckle Pattern (358 × 358 pixel2) 

 
Experimental Procedure 

The equipment used in this experiment are a Personal Computer (PC), a 

Universal Testing Machine Lloyd Instrument (Nexygen LRX Plus), a High 

Resolution Digital SLR Camera (Canon EOS 20D and 30D) and a white light 

source which is used to provide lights on the specimen’s surface during the 

experiments. The personal computer was connected to the testing machine 

and controlled the machine’s action. The capacity of the testing machine used 

in this experiment is 5 kN.  

To convert the image size unit from pixel to the unit of length, a 

calibration process using a checkerboard pattern has to be conducted before 

the experiment. The camera should be placed perperdicular to the specimen, 

and the region of interest is placed at the center of the image, in order to 

minimize distortion.  

The experimental set up of the equipment for three point bend 

experiment was shown in Figure 7. The camera’s position is perpendicular to 

the specimen’s surface and it’s distance is about 300 mm.  
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Figure 7. Set up of the three point bend experiment. 1: PC; 2: 

Universal Testing Machine; 3: Specimen; 4: Digital Camera; 5: White Light 

Source 

Figure 8(a) shows the photograph of the specimen. The300 mm image 

is then rotated so that the crack is paralel to the x-axis, as shown in figure 

8(b). The region of interest around the crack tip for analysis is then chosen by 

cropping the image, as can be seen in figure 8(c). 

 
Figure 8: (a) Original Image, (b) Rotated Image (135o)  

and (c) Interrogation Area 

 

Results and Discussion 

Using the DIC technique, the displacements of a large number of points in 

the vicinity of the crack tip can be obtained. The displacements are then used 

for iterative procedure presented in equations 2 – 6 to estimate the values of 

KI and KII. It should be noted that the present DIC technique to estimate the 

value of KI and KII is valid for all materials, as long as the case can still be 

considered to be a Linear Elastic Fracture Mechanics Problem. To investigate 

the effect of the DIC parameters to the accuracy of KI and KII, in this work, 

(a) 

(c) 

(b) 
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several spacing sizes, and several ratios between subset and tempale edge 

length are exploited to obtain K values. The results were then compared with 

the finite element results [16]. Two level of loading were employed, i.e. 200 

N and 250 N. The load was chosen as such to ensure that the displacement 

vectors can be observed properly using DIC technique.      

 

Effect of the Spacing Size  

To see the effect of the spacing size to the accuracy of KI and KII, a constant 

load P = 200 N was used. The spacing sizes used in this analysis was 20, 30, 

40 and 50 pixel. Before analyzing the effect of spacing size, KI and KII were 

plotted as a function of the number of terms of the displacement field series 

expansion N using the spacing size 30 pixel. Figure 9 shows the normalized 

KI and KII, where K0 = ( ) ( )15P a 4tW . It can be seen that after N = 6, the 

value of KI and KII were already converge. In this present study, the value of 

KI and KII were taken at N = 10. 
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Figure 9: Effect Number of Terms, N to the KI and KII 

 

Figure 10 shows the values of normalized KI and KII plotted as a 

function of spacing size. It can be seen that the normalized values of KI and 

KII on spacing size 20, 30, 40, and 50 pixel are in good agreements with the 

finite element results [16], with about 3% maximum difference. From this 

result it can be concluded that within the observed spacing sizes, the spacing 

size does not significantly affect the value of KI and KII.  
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Figure 10: KI and KII for four different spacing size 

 

Effect of the Ratio between the Subset and the Template Edge Length 

In this analysis, the ratio of the subset and the template edge length, ℓ, were 

set  to be  0.2 –  0.8, and the template edge length is 100 pixel. The results 

can be seen in Figure 11.   
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From Figure 11(a) it can be seen that the difference of KI obtained by 

DIC compared to the finite element result [16] is less than 3% for the ratio of 

subset and template edge size 0.2 – 0.6. Meanwhile in Figure 11(b) the 

difference of KII for the ratio of subset and template edge size 0.2 – 0.6 is less 

than 5% compared to the finite element result[16]. It can be seen that in order 

to achieve maximum differences of KI and KII less than 5%, it is recomended 

to use the ratio of subset and template edge size 0.2 – 0.6. 

 

Conclusions 

In this work, the effect of DIC parameters, i.e. spacing size and the ratio of 

the subset and the template edge size, to the accuracy of mode I and mode II 

stress intensity factors estimated from DIC displacement field data has been 

presented. It can be concluded that within the observed sizes, the spacing size 

did not affect the accuracy of KI and KII but the proper choice of the subset to 

template edge length ratio can contribute to the accuracy of K. The present 

study showed that the ratio between 0.2 to 0.6 provide  a good agreement 

with finite element result, with maximum differences are about 1.9% and 

4.6% for KI and KII respectively.  
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